DEVELOPING AND INVESTIGATING A METHOD FOR DIGITAL FORMAL NEURON DESIGN

A method for digital formal neurons synthesis is developed and implemented by means of C++ programming language. The method developed, compared with the simplex method of formal neurons synthesis, is characterized by low complexity. A digital formal neuron analysis is performed. An optimality criterion is proposed, which makes it possible to give some evaluation of the synthesized formal neuron.
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**Introduction.** An artificial neural network (ANN) is a system that is based on operations of biological neural networks, and hence can be defined as an emulation of biological neural systems. ANN's are at the forefront of computational systems designed to produce, or at least mimic, intelligent behavior [1,2]. ANN consists of millions of formal neurons connected to each other, the model of the biological neuron. We will investigate a formal neuron with “sign” activation function [3-5]. The first model of DFN was proposed by McCulloch and Pitts. This model implements the function of threshold logic units (TLU) [6].

$$y = \text{sign} (\sum_{i=1}^{n} \omega_i x_i - \Theta).$$

But, it is known that with one TLU, it is impossible to implement all Boolean functions, because of linear inseparability [3-5,7,8]. Then DFN was developed and input interactions were added, which helps DFN to implement all Boolean functions [4,5]. In a general case DFN has a view shown in Fig. 1.

![Graphical view of DFN](image)

where, instead of block “V” it could be any of Boolean functions. For some certainty we will discuss DFN with “AND” input interaction and the results will be generalized for the remaining input interactions.
A method for the DFN design. In the known methods of DFN synthesis a lot of parameters are required [4,5]. For example a DFN specified by Venn’s threshold diagram requires sums of weights for all possible input combinations. It means that DFN with n inputs will require \(2^n\) parameters. It may cause some technical difficulties.

In this work, for developing a method of DFN synthesis, the following has been taken into account. From a technical point of view, it is more important and easier to give the amount of DFN inputs and the function which should implement the synthesized DFN.

To synthesize a DFN it is necessary to construct a system of inequalities for all possible combinations of inputs, and solve it according to the given Boolean function. In Table 1, all inequalities for each input combination are shown, and the inequality which is responsible for the appropriate digit \(y_i\) of the given function \(y\).

Table 1

<table>
<thead>
<tr>
<th>No</th>
<th>(x_0)</th>
<th>(x_2)</th>
<th>(x_1)</th>
<th>(\text{sign}(\omega x))</th>
<th>(y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>(0 \geq \Theta)</td>
<td>(y_0)</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>(\omega_1 \geq \Theta)</td>
<td>(y_1)</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>(\omega_2 \geq \Theta)</td>
<td>(y_2)</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>(\omega_1 + \omega_2 \geq \Theta)</td>
<td>(y_3)</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>(2^n)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>(\omega_1 + \omega_2 + ... + \omega_{2^n} \geq \Theta)</td>
<td>(y_{2^n})</td>
</tr>
</tbody>
</table>

If the appropriate digit \(y_i\) of the given function \(y\) is equal to 0, the inequality is false, and vice versa if the appropriate digit \(y_i\) of the given function \(y\) is equal to 1, the inequality is true. For example if \(y_3=0\), \(\omega_1 + \omega_2 < \Theta\), and if \(y_3=1\), \(\omega_1 + \omega_2 \geq \Theta\).

Now let’s understand the principle of the developed method of DFN synthesis. For simplicity, let’s observe DFN with 3 inputs and construct a characteristic inequality system (2).

\[
\begin{align*}
0 & \geq \Theta, \\
\omega_1 & \geq \Theta, \\
\omega_2 & \geq \Theta, \\
\omega_1 + \omega_2 + \omega_4 & \geq \Theta, \\
\omega_3 & \geq \Theta, \\
\omega_1 + \omega_3 + \omega_5 & \geq \Theta, \\
\omega_2 + \omega_3 + \omega_6 & \geq \Theta, \\
\omega_1 + \omega_2 + \omega_3 + \omega_4 + \omega_5 + \omega_6 + \omega_7 & \geq \Theta. 
\end{align*}
\] (2)

Let the given function be “01100000”. Each “0” or “1” digit is the function output for an appropriate line of the system (2). The first “0” digit shows, that the first inequality is false. It is possible only for positive thresholds. For optimality the software will set the threshold to be equal to possible minimal discrete positive value,
i.e. \( \Theta=1 \). The first “1” digit shows that the second inequality is true. It is possible only for the weights equal to or greater than 1. For optimality, the software will set the weight more than the threshold by the possible discrete value, i.e. \( \omega_1=1 \). Continuing in such a way, we can calculate all weights and thresholds for the given function. This method is applicable for any amount of inputs and for implementing any Boolean function by the synthesized DFN.

The algorithm described above is implemented by C++ programming language and is given below.

```
1. int neuron::solve_neuron(unsigned long a_function)
2. {
3.   if(a_function>functions)
4.     {
5.       cout<"Wrong function\n"
6.       return 1;
7.     }
8.   //solving code here
9.   theta=0;
10.  for(int i=0;i<n_synapses;i++)
11.     omega_vector[i]=0;
12.    bitset<512> f(a_function);
13.   if(f[0]==0)
14.     theta=1;
15.   int temp=0;
16.   for(int i=1;i<=n_synapses;++i)
17.     {
18.       for(int j=0;j<n_synapses;++j)
19.         //find last 1(unknown)
20.         if(omega[i][j]==1)
21.           temp=j;//temp will remember the last 1 which is unknown always
22.       //now we will count the sum of omegas before this unknown
23.       int sum=0;
24.       for(int e=0;e<temp;e++)
25.         sum+=omega[i][e]*omega_vector[e];
26.       //now we have omega(temp)\geq theta-sum, so we will do omega(temp)=theta-sum for F=1
27.       //and omega=theta-sum-1 for F=0(so condition will not met and f will be 0)
28.       if(f[i]==1)
29.           omega_vector[temp]=theta-sum;
30.       else
31.           omega_vector[temp]=theta-sum-1;
32.     }
33.   return 0;
34. }
```
As you can see from line 17, the algorithm solves the system by one cycle which repeats \((n_{\text{synapses}}+1)\) times, where \(n_{\text{synapses}}\) is the amount of synapses (weights). Let \(n=n_{\text{synapses}}+1\), where \(n\) is the amount of variables, then the complexity of the algorithm will be \(O(n)\). Comparing the developed method with DFN synthesis by the simplex method \([4,5,9]\), the complexity of which in the average case is \(O(n^3)\), and in the worst case is \(O(n^22^n)\) \([10]\), we gain a lot of time. For visual comparison in Fig. 2, you can find the complexity difference graphics between the developed algorithm and the simplex one in the logarithmic scale.

![Complexity comparison](image)

**Fig. 2. Complexity comparison between the developed algorithm and the simplex.**

\(\log(O(n^22^n))\) – the worst case of the simplex method, \(\log(O(n^3))\) – the average case of the simplex method, \(\log(O(n))\) – the developed method

**Optimality criterion.** First of all, we are interested in DFN implementation in hardware. Thus, from a technical point of view, it is important to have as minimal deviation as possible of the DFN parameters. Besides, to evaluate the efficiency of the developed algorithm, the following optimality criterion is proposed:

\[
R = \frac{\max \omega_i - \min \omega_j}{2^n},
\]

where \(1 \leq i, j \leq 2^n-1\), \(\max \omega_i, \min \omega_j\) are correspondingly the maximum and minimum weights for all possible Boolean functions. It is obvious that the more \(R\) is near to 1, the lower is the deviation of DFN parameters, because DFN with discrete valued weights should have maximum changing range of weights to be equal to not lower than \(2^n\) to make possible to implement all Boolean functions. So if \(R<1\), there is at least one function that cannot be implemented by the synthesized DFN. If \(R>1\), we have a lack of deviation, and it can be reduced to be equal to 1. So, summarizing, to be sure that we have calculated the weights and the threshold of DFN optimally, it is necessary and sufficient to have \(R=1\). Now let’s prove that the developed algorithm
ensures the optimal criterion to be equal to 1. If the first digit of the given function \( y_0 = 0 \), as it has already been mentioned, the software will set \( \Theta \) to be equal to 1 (See Table 1). In the other case if \( y_0 = 1 \), the software will set \( \Theta \) to be equal to 0. Thus, we can write the following \( \Theta = \overline{y}_0 \). In the same way, we can write for the remaining lines of Table 1: \( \omega_1 = \overline{y}_0 - \overline{y}_1 \), \( \omega_2 = \overline{y}_0 - \overline{y}_2 \), \( \omega_3 = -\overline{y}_0 + \overline{y}_1 + \overline{y}_2 - \overline{y}_3 \), etc. So after the calculations, we will have Table 2.

### Table 2

<table>
<thead>
<tr>
<th>( n^2 )</th>
<th>( x_n )</th>
<th>( \ldots )</th>
<th>( x_2 )</th>
<th>( x_1 )</th>
<th>sign(( \omega_n ))</th>
<th>( y )</th>
<th>( \text{DFN parameters calculation} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>( \ldots )</td>
<td>0</td>
<td>0</td>
<td>0 ( \geq \Theta )</td>
<td>( y_0 )</td>
<td>( \Theta = \overline{y}_0 )</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>( \ldots )</td>
<td>0</td>
<td>1</td>
<td>( \omega_1 \geq \Theta )</td>
<td>( y_1 )</td>
<td>( \omega_1 = \overline{y}_0 - \overline{y}_1 )</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>( \ldots )</td>
<td>1</td>
<td>0</td>
<td>( \omega_2 \geq \Theta )</td>
<td>( y_2 )</td>
<td>( \omega_2 = \overline{y}_0 - \overline{y}_2 )</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>( \ldots )</td>
<td>1</td>
<td>1</td>
<td>( \omega_1 + \omega_2 \geq \Theta )</td>
<td>( y_3 )</td>
<td>( \omega_3 = -\overline{y}_0 + \overline{y}_1 + \overline{y}_2 - \overline{y}_3 )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
<tr>
<td>( 2^n )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>( \omega_1 + \omega_2 + \ldots + \omega_n \geq \Theta )</td>
<td>( y_{2^n-1} )</td>
<td>( \omega_{2^n-1} = \Theta - \sum_{i=1}^{2^n-2} \omega_i - \overline{y}_{2^{n-1}} )</td>
</tr>
</tbody>
</table>

Here, by adding and subtracting, we should understand the arithmetical operation and not the logical. It is obvious that the weight which has maximal members is \( \omega_{2^{n-1}} \).

\[
\omega_{2^{n-1}} = \Theta - \sum_{i=1}^{2^{n-2}} \omega_i - \overline{y}_{2^{n-1}}.
\]  

(3)

Thus, it will specify the maximum and minimum values among all weights for all Boolean functions. Let’s discuss the last weight \( \omega_{2^n-1} \) of DFN with 2, 3, 4, ..., \( n \) inputs.

\[
n = 2, \omega_3 = -\overline{y}_0 + \overline{y}_1 + \overline{y}_2 - \overline{y}_3, \quad (4)
\]

\[
n = 3, \omega_7 = \overline{y}_0 - \overline{y}_1 - \overline{y}_2 - \overline{y}_3 + \overline{y}_4 + \overline{y}_5 + \overline{y}_6 - \overline{y}_7, \quad n = 4, \omega_{15} = -\overline{y}_0 + \overline{y}_1 + \overline{y}_2 + \overline{y}_3 + \overline{y}_4 - \overline{y}_5 - \overline{y}_6 - \overline{y}_7 - \overline{y}_8 - \overline{y}_9 - \overline{y}_{10} + \overline{y}_{11} + \overline{y}_{12} + \overline{y}_{13} + \overline{y}_{14} - \overline{y}_{15}.
\]

Continuing in the same way, we can write the following:

\[
\omega_{2^n-1} = (-1)^{n+1} \left( \overline{y}_0 + \sum_{i=1}^{n} \overline{y}_i \right) + (-1)^n \sum_{j=1}^{n} \overline{y}_j - \overline{y}_{2^{n-1}}.
\]

Let the total amount of members for the first sum (\( \sum_i \overline{y}_i \)) be A1, and for the second one (\( \sum_j \overline{y}_j \)) be A2, in this case we can write the following:

\[
A_1 = C_{n}^1 + C_{n}^3 + \cdots + C_{n}^{2k-1},
\]

\[
A_2 = C_{n}^2 + C_{n}^4 + \cdots + C_{n}^{2k},
\]

where \( k=1,2,3,\ldots \). So, taking into account the known equation \( 2^n = \sum_{i=0}^{n} C_i \), we can write the following:
if n is even: $A_1 = 2^{n-1} - 2, A_2 = 2^{n-1}$,
if n is odd: $A_1 = A_2 = 2^{n-1} - 1$.

Now let’s calculate $\max(\omega_{2^n-1})$ and $\min(\omega_{2^n-1})$. For this purpose, let’s discuss 2 cases:

1. When n is even: $\max(\omega_{2^n-1})$ will be determined if $\bar{y}_0 + \sum_i \bar{y}_i = 0, \bar{y}_{2^n-1} = 0$ ($y_i \in \{0,1\}, 0 \leq i \leq 2^n - 1$), as they are negative components and if each member of $\sum_j \bar{y}_j$ is equal to 1: Thus for $\max(\omega_{2^n-1})$ we will have:

$$\max(\omega_{2^n-1}) = A_2 = 2^{n-1}$$

In the same way, $\min(\omega_{2^n-1})$ will be determined if $\sum_j \bar{y}_j = 0, \bar{y}_0 = 1, \bar{y}_{2^n-1} = 1$ and if each member of $\sum_i \bar{y}_i$ is equal to 1:

$$\min(\omega_{2^n-1}) = -(A_1 + 2) = -2^{n-1}$$

$$R = \frac{\max \omega_{2^n-1} - \min \omega_{2^n-1}}{2^n} = \frac{2^{n-1} - (-2^{n-1})}{2^n} = 1.$$  

2. When n is odd: $\max(\omega_{2^n-1})$ will be determined if $\sum_j \bar{y}_j = 0, \bar{y}_{2^n-1} = 0, \bar{y}_0 = 1$ and if each member of $\sum_i \bar{y}_i$ is equal to 1. Thus we will have

$$\max(\omega_{2^n-1}) = A_1 + 1 = 2^{n-1},$$

$\min(\omega_{2^n-1})$ will be determined if $\bar{y}_0 + \sum_i \bar{y}_i = 0, \bar{y}_{2^n-1} = 1$ and if each member of $\sum_j \bar{y}_j$ is equal to 1. Thus we will have:

$$\min(\omega_{2^n-1}) = -A_2 - 1 = -2^{n-1}$$

$$R = \frac{\max \omega_{2^n-1} - \min \omega_{2^n-1}}{2^n} = \frac{2^{n-1} - (-2^{n-1})}{2^n} = 1.$$  

As you can see, the developed algorithm allows to calculate the weights and the threshold of the DFN optimally.

It is also possible to ensure the efficiency of the developed algorithm by the following considerations. Let’s discuss DFN with 2 inputs n=2. As you can see from equation (4), the range of $\omega_3$ is $\omega_3 \in [-2; 2]$, thus $R=(2-(-2))/4=1$. It can be shown that DFN with 3 and more inputs can be constructed with multiple DFNs with 2 inputs. But as weights and thresholds of each DFN with 2 inputs are calculated efficiently, we will get efficient weights and thresholds for the whole system. Therefore, by making a reverse operation of coming back from mutually connected multiple DFNs to the DFN with 3 and more inputs; we will get optimally calculated weights and thresholds for the DFN with 3 and more inputs.

**Experimental results.** In Fig. 3 the results of the developed software for the DFN with 3 inputs are shown which implement 6 (01100000) function. As you can see, the synthesized DFN has the following parameters:
Number of inputs: 3;
The total amount of weights (synapses): 7;
The total amount of all possible Boolean functions which can be implemented by the DFN with 3 inputs: 256;
Weights: \{1; 1; 0; -2; -1; -1; 2\}
Threshold: Θ=1
Implementing function: 6 (01100000)

![Fig. 3. The example of synthesized DFN by the developed software](image)

The developed software also has a peculiarity to generate the description file of the synthesized DFN by the Verilog-A modeling language. This Verilog-A description file can be used in further DFN simulations. Below, you can find the Verilog-A description file of the synthesized DFN.

```verilog
/***********************************************************/
Verilog-A file of a neuron
Created by Neuronix v 0.0.1
***************************************************************************/
`include "constants.vams"
`include "disciplines.vams"
module va_neuron(Y_OUT,X_INPUT,W_WEIGHT,T_TRESHHOLD,vp,gd);
output Y_OUT; //Y_OUT is output
electrical Y_OUT;
input [2:0] X_INPUT; //X_INPUT is for inputs
electrical [2:0] X_INPUT;
input [6:0] W_WEIGHT; //W_WEIGHT is for weights of synapses
electrical [6:0] W_WEIGHT;
input T_TRESHHOLD; //T_TRESHHOLD is the treshold of the neuron
electrical T_TRESHHOLD;
real sum=0; //initializing sum for weights
analog begin
```
sum = V(W_WEIGHT[0]) * V(X_INPUT[0])
+ V(W_WEIGHT[1]) * V(X_INPUT[1])
+ V(W_WEIGHT[2]) * V(X_INPUT[2])
+ V(W_WEIGHT[3]) * (V(X_INPUT[0]) && V(X_INPUT[1]))
+ V(W_WEIGHT[4]) * (V(X_INPUT[0]) && V(X_INPUT[2]))
+ V(W_WEIGHT[5]) * (V(X_INPUT[1]) && V(X_INPUT[2]))
+ V(W_WEIGHT[6]) * (V(X_INPUT[0]) && V(X_INPUT[1]) && V(X_INPUT[2]));

if (sum >= V(T_THRESHOLD)) begin sum = V(vp); end // sign function check
else begin sum = V(gd); end
V(Y_OUT) <+ transition (sum); // making output to Y_OUT
end
endmodule

Where “Y_OUT” is the output pin, “X_INPUT” is the input pin, “W_WEIGHT” is the weights, “T_THRESHOLD” is the threshold of the synthesized DFN. “vp” is the power supply and “gd” is the ground. The variable “sum” calculates the weighted sum of the input, and if it is more than the threshold, Y_OUT=1, otherwise Y_OUT=0.

The synthesized Verilog-A description file was used in Synopsys HSPICE simulation, the timing diagrams of which are shown in Fig. 4. As you can see, the simulation was carried out for all input combinations and the synthesized DFN implements the given function 6 (01100000).

![Timing diagram of DFN with 3 inputs and which implements 01100000 function](image)

**Fig. 4. Timing diagram of DFN with 3 inputs and which implements 01100000 function**

**Conclusion.** The developed method, unlike the existing ones, has very low complexity. The developed method satisfies the optimality criterion, which has been proposed by the author, and which allows to calculate the weights and the threshold efficiently from the technical point of view. The developed method was implemented by the software written in C++ programming language. The developed software also generates Verilog-A description file of the synthesized DFN which can be used in HSPICE modeling software for further simulations. The workability of the developed software has been checked and verified by many tests, one of which is presented in this paper.
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РАЗРАБОТКА И ИССЛЕДОВАНИЕ МЕТОДА ПРОЕКТИРОВАНИЯ ЦИФРОВЫХ
ФОРМАЛЬНЫХ НЕЙРОНОВ

Разработан метод проектирования цифровых формальных нейронов, который реа-
лизован с помощью языка программирования C++. Разработанный метод, по сравнению
с симплекс методом синтезирования формальных нейронов, характеризуется малой слож-
ностью. Проведен анализ цифровых формальных нейронов. Предложен критерий опти-
мальности, с помощью которого можно оценить синтезированные формальные нейроны.
Ключевые слова: цифровой формальный нейрон, нейронная сеть, программа авто-
матического проектирования, симуляция.